
Anticipating the Future: Forward-Looking Discourse Based on Question Under

Discussion (QUD)

Abstract. This paper presents an integrated approach that combines Roberts (1996)’

stack QUD with the idea of potential question (Onea 2013) to create a dynamic,

forward-looking and answer-agnostic QUD generation and updating system. Unlike

previous QUD modeling approaches that focused on discourse recovery, our model

emphasizes the flow of questions and answers within the discourse. We demonstrate

that our model captures distinct discourse relations compared to the recovery model.

1. Introduction. Reproducing human-like discourse inmachines presents a formidable challenge.

Previous attempts (e.g.,Mann & Thompson 1988; Carlson & Marcu 2001) take advantage of a

“complete” piece of discourse, allowing for higher contextual resolution by leveraging preceding

and following context. This approach carries the potential risk of overlooking the dynamic nature

of discourse. In an attempt to maintain the dynamicity, this study adopts the linguistic framework

of Question Under Discussion (QUD) (Roberts 1996, 2012; Ginzburg et al. 1996; Van Kuppevelt

1995, 1996; Büring 2003). This framework offers a dynamic perspective on discourse moves and

has the potential to provide novel insights into discourse relations and coherence (Onea 2013,

2016; Hunter & Abrusán 2015). We hope our approach to computationalizing QUDs to model dis-

course will provide insights into downstream tasks such as text-planning (Huot et al. 2023), and

simplification (Ko et al. 2023; Wu et al. 2023).

2. QUD theory. Our model is grounded in the QUD theory, drawing insights from two foundational

works: the stack model originally proposed by Roberts (1996) and the potential question theory

introduced by Onea (2013). In Roberts (1996), the stack model operates with specific rules: (1)

Overtly asked questions are treated as QUDs and are placed at the topmost position of a stack.

(2) Discourse progresses by introducing sub-questions or providing answers through assertions.

(3) Once a question is answered, it is removed from the stack. In addition, Onea (2013) highlights

the crucial role of assertions that also influence future questions, that is, QUDs should be one of

the potential questions invoked by the assertions. Hence, based on this idea, we establish a stack

of potential questions before constructing the actual QUD stack.

Our model demonstrates a two-stage process for predicting the QUD at a specific utterance.

First, a stack of potential questions is generated (Generation stage or the Speaker). Then, the

continuation of the discourse is juxtaposed with the potential questions. If the continuation is an

assertion, the model checks which question is answered by the assertion. On the other hand, if

the continuation is a question, the overt question directly serves as the QUD (Confirmation stage

or the Addressee).

3. Computationalizing QUDs: the Creation Model. The current work aims to model QUDs in

a forward-looking and answer-agnostic manner and we will call this model the “creation model”

in contrast to the “recovery model” (e.g., Ko et al. 2023), because in the creation model, potential

QUDs are “created” first, and the answer is utilized to confirm the current QUDwhile in the recovery

model, the answer is directly employed to “generate/recover” QUDs. The creation model can be

broadly divided into two components: a potential question generator and a QUD confirmer. We

add a potential question ranker to ensure the quality of the generated questions.

Question Generator (QG) Our QG is largely based on the QG model presented in Ko et al.

(2020), with some adjustments to fit our system. We incorporated a pretrained GPT-2 model

(Radford et al. 2019) and fine-tuned it using Ko’s INQUISITIVE dataset. In addition, we further rank

these generated questions using the random forest classifier in Schricker & Scheffler (2019), which

is trained based on features of potential questions (e.g., indefinites invoke potential questions).
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QUD Confirmer We opted for BERT (Devlin et al. 2019) as our confirmer, which has demon-

strated strong performance in QA and sequence classification tasks. We fine-tuned BERT on

a dataset combining DCQA (Ko et al. 2021), and INQUISITIVE-EXTEND (Wadhwa et al. 2023),

which provides non-factoid answer and question pairs present in the same texts.

We incorporated these modules into one pipeline as shown in Figure 1. Each question will

be indexed in terms of its generation position (index 1) and its corresponding position where it is

answered (index 2) in order to track the flow of questions within the discourse. The QUD stack

from the previous step will be retained or merged with newly generated PQ stack in case that the

QUD we generated can be answered more than once or some QUDs are generated earlier in the

discourse but answered relatively late.

Utterance 1, A: John loves cats.

Proceed to the next utterance

Utterance 2, A: He went to a pet shop.
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Figure 1. Pipeline for QUD generation and updates (the Creation Model)

4. Evaluation and Implications. We compared the the creation model with the recovery model,

in terms of the discourse relations predicted, using pieces from RST treebank Carlson & Marcu

(2001). The creation model tends to capture the structure at lower levels on the RST tree, whereas

the recovery model focuses more on high-level relations (see Figure 2 as one example). We also

conducted linguistic analysis in terms of ellipsis recoverability (Weir et al. 2017; Griffiths 2019),

and alternative elimination (Coppock & Beaver 2014; Warstadt 2020). The results show (1) the

current model builds connections between elided sites and their antecedents (that is, some syn-

tactic understanding), and (2) it fails to detect the role of the exclusives (e.g., finer-grained lexical

semantics of just and only) that eliminate unnecessary potential questions.
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Why is a sales tax
increase the fastest
and easiest to raise
funds?: [5, 6]

Summary

How much is the state's sales tax?: [1, 4]

Why is there a need for a temporary
increase in the state's sales tax?: [1, 5]

How much is a temporary increase in
the state's sales tax?: [1, 2]

How much did Congress
rebuff California in regards
to earthquake relief?: [2, 3]

What is prompting the California legislators to seek
alternative forms of relief? [1,2]
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What type of relief is being considered? [1,3]

What would be the advantage of
the proposed tax? [2,5]

What would the shortfall be? [3,4]

What would be the impact of the
proposed increase? [2,6]

Figure 2. Comparing the creation model and the recovery model based on RST
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